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• The Holographic Superconductor

AdS/CFT dictionary

O = Tr  

Order parameter is a composite of fundamental fields

Familiar from BCS theory 

In holography the pairing mechanism
is not explicit.  

Ammon, Erdmenger, Kaminski, Kerner
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weight around the origin of FIG. 4 suggests that this is
not the case; however, to see this effect in the conductiv-
ity it would be necessary compute a 1/N2 correction as
in [26].

It would be interesting to understand better what
property of the boundary theory is reflected by the pres-
ence of the η5 coupling, which is required to produce an
actual gap in the fermion response. One clue is that its
presence specifies the ‘intrinsic parity’ of the dual oper-
ator, i.e. the dual operator acquires an interesting phase
under a parity transformation. Realizing string vacua
where this coupling is nonzero would probably be valu-
able.

So far we have considered the fermion spectral func-
tion at zero temperature. FIG 7 shows what happens
as one raises the temperature. The temperatures shown
are much less than Tc. As T → Tc, the condensate goes
to zero, so its coupling to the fermions goes to zero and
the gap disappears. Actually, the thermal broadening of
the peak makes the gap disappear at about .7Tc. In the
opposite limit, as T → 0, the width of the peak vanishes
rapidly. It appears to vanish faster than a power law, but
the general temperature dependence deserves further in-
vestigation.

!0.010 !0.005 0.000 0.005 0.010
0
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20

30

40

Ω

Im
G

FIG. 7: The effect of temperature (much less than Tc) on the
fermion spectral function. Shown are plots at qϕ = 1, m2

ϕ =
−1, qζ = 1

2
, mζ = 0, η5 = .025, and momenta where the peak

is closest to ω = 0. The different curves correspond to differ-
ent temperatures approaching T = 0.

We close with a few comparisons with real phenomena.
Here we make a simple observation which follows from
the sharpness of the peaks in the ‘no man’s land’ regime
(i.e. outside the IR light cone). This regime is induced by
the superconducting order. This means that if we start at
high temperature in the normal phase with some Fermi
surface without stable quasiparticles (like say a marginal
Fermi liquid case, ν = 1

2
in the notation of [17]), and

cool into the superconducting phase, sharp quasiparticle
peaks appear, at least for η5 not too big. This matches a
mysterious piece of cuprate phenomenology: in the nor-
mal phase, photoemission experiments show no stable

quasiparticle peak, but a coherent peak emerges in the
superconducting phase (see e.g. figure 47 of the review
[50]). From the gravity point of view, this is happening
because the scalar condensate is removing the AdS2 re-
gion which was responsible for the finite lifetime of the
holographic quasiparticles [17]: this is the gravity state-
ment that the condensate is lifting the many gapless ex-
citations into which the quasiparticle could decay. The
mechanism for the stability of these excitations is very
similar to the recent holographic explanation [51] of the
critical velocity in a (holographic) superfluid below which
there is no drag, and above which energy is dissipated by
the creation of IR AdS4 unparticles.

This similarity can be made more precise. In a BCS
superfluid, the decay of the quasiparticles can be medi-
ated by emission of a Goldstone boson (this mode is eaten
in a superconductor, and the following effect is absent).
It can happen that this decay is kinematically forbid-
den: the decay cannot happen if the group velocity of
the quasiparticle is larger than the speed of sound (see
appendix B of [52]). In our system, the quasiparticles
develop a finite lifetime when they can decay into the
modes of the IR CFT dual to the IR AdS4 region. These
modes are distinct from the Goldstone mode (which is
apparently hidden by powers of N), but the effect is the
same.

The energy distribution curves (A(k,ω) at fixed k)
shown in FIG. 5 exhibit another feature in common
with ARPES measurements on the cuprates, namely the
so-called ‘peak-dip-hump’ structure: in addition to the
quasiparticle peak, one sees a broad maximum at larger
ω. This is a consequence of the IR lightcone. Over-
ambitiously, if this were the correct interpretation, the
location of the hump would give a measurement of the
speed of light of the quantum critical theory.
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A =
1

⇡
Imh  iRphase may lead to the usual behavior of a Bose or Fermi liquid.
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Figure 10: Phase diagram for fundamental matter with mass m = 2Mq/(
√
λT ) obtained with

the adapted symmetrized trace prescription: The blue, white and green regions are the same as
in figure 1, but with the unstable normal phase replaced with the superconducting phase. The
dotted curves correspond to lines at finite mass, i. e. constant χ0. These curves are parametrized
by the density d̃3

0. Along the blue curves the field A1
3 is zero while along the red ones the field A1

3

is non-zero. The endpoints of the red curves determine the second order phase transition to the
superconducting phase. The dotted, red curves diverge inside the superconducting phase since the
backreaction of the condensate on the background is not considered. This divergence determines
the boundary of the orange region which is not reachable without backreaction.

Summarizing our thermodynamical results in a phase diagram, we obtain figure 10.

The choice of the calculational method – adapted symmetrized trace or expansion of the

DBI to fourth order – does not change the qualitative structure of the phase diagram.

The blue phase indicates the known region of stable mesons surviving the deconfinement

transition. It is separated from the white meson melting region by the meson melting

transition (blue line), see [25–27,29,32,50,52,53]. Above a critical isospin density marked

by the green line, a flavor-superconducting phase forms. At even higher isospin density, our

approach, which does not include the back-reaction of the D7-brane, gives diverging order

parameters, signalling the breakdown of this approach. This particular region is indicated

by orange color. Note that this behavior is well-known to occur in systems without back-

reaction. In our case, the gauge fields on the D7-brane grow arbitrarily large close to

zero temperature. This behavior will be cured by including the back-reaction, i. e. the

contribution of the gauge fields to the total energy-momentum tensor. For the Abelian

Higgs model, it is shown in [13] that similar divergences are removed when these terms are

included.

6. Fluctuations

The full gauge field Â on the branes consists of the field A and fluctuations a,

Â = A3
0τ

3dt + A1
3τ

1dx3 + aa
µτ

adxµ , (6.1)
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Standard CMT vs Holography

• The Holographic Fermi Liquid

AdS/CFT dictionary

 = Tr �

The fermion is a composite of fundamental fields.

For energies                      composite operator acts a fundamental field.

Familiar from neutron stars.

Following textbook CMT this Fermi-liquid should have a BCS instability

E ⌧ Ebind



Along the way

• BCS theory in a box with self-consistent 
screening

• BCS theory in the fluid limit (Thomas-Fermi)

• Natural BEC-BCS crossover in holography



Holographic Fermi liquids

• The (fluid) Electron Star

- Self-gravitating matter experiences a 
(self-consistent) box-potential

- Matter are bound states in this potential

- Thomas-Fermi approx: 

sum over levels becomes an integral:          level spacing goes to zero. 

(A)
-12 -10 -8 -6 -4 -2 0

-50

0

50

100

150

s

VHsL

(B)

-12 -10 -8 -6 -4 -2 0

-50

0

50

100

150

s

VHsL

FIG. 5: The Schrödinger potential V (s) for the fermion component z
+

of in the ES background

m̂ = 0.36, z = 2, c
0

= 0.1. Fig. A. shows the dependence on the momentum k = 0.0185 (Purple),

k = 5 (Blue), k = 10 (Red) for  = 0.092. Fig. B. shows the dependence on  = 0.086 (Purple),

 = 0.092 (Blue),  = 0.1 (Red) for k = 0.0185. Recall that s = 0 is the AdS boundary and

s = �1 is the near-horizon region.

Electron star

The potential (4.6) for the electron star is given in Fig. 5 and the number of bound states

as a function of k in Fig. 6. As stated the number of states decreases with increasing k,

consistent with the analogy of the pole distribution of the spectral functions compared with

AdS-RN. Moreover, we clearly see the significant increase in the number of states as we

decrease /L thereby improving the adiabaticity of the background. This vividly illustrates

that the adiabatic limit corresponds to a large number of constituents. As all numbers of

states are far larger than one, the use of the WKB is justified.

The Reissner-Nordström case

For AdS-RN the Schrödinger analysis requires a separate discussion of the near horizon

boundary conditions, which we present here for completeness and comparison. Part of this

23
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FIG. 5: Taking into account the quantization condition (3.15), we find instead a set of discrete

states in the bulk in which radial motion is quantized. This results in a family of concentric Fermi

surfaces in the boundary theory, which resolves the Fermi disk of Fig. 3.
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For ! = 0, equation (3.17) recovers (3.3) in the limit z ! 1. The Fermi velocity for

quasiparticle excitations v
F

/ p
ze�z log

k

o

k is exponentially small, indicating an exponentially

large e↵ective mass. These are heavy fermions! Also note that the decay rate which is

proportional to ⌃ is exponentially small both in z and 1/!z, as anticipated earlier in [42].

The quasiparticle weight Z can also be written as

Z(k) = C�1(k)ImGN=1
R

(! = 0, k) (3.21)

where we have used (3.3). The first factor in (3.21), proportional to e�z log

k

o

k , is expo-

nentially small and increases with k, while the second factor (independent of z), known
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set to zero for a regular IR Lifshitz region, is why one must numerically integrate from the

IR outwards towards the boundary rather than the other way around.

Given the exponent ↵�, by series expanding the equations of motion one can determine

the coe�cients g
1

, h
1

, and all higher coe�cients, in terms of f
1

, which is undetermined.

However, f
1

can be set to any value by rescaling the coordinates r, t, ~x. This reflects the

physical fact that only ratios of dimensionful quantities are meaningful. We can therefore

set f
1

to an arbitrary constant value (the sign is important however) but should make sure

to only compute and plot dimensionless quantities. With the series expansion at hand we

can proceed to numerically integrate to smaller values of r. A typical result is shown in

figure 2 below. In the plot we see how the thermodynamic quantities of the fermion fluid

flow from their constant Lifshitz values at large r to zero at the star radius r = r
s

. Note

that the IR region of the spacetime, large r, has a finite volume in the radial direction.
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Figure 2: From bottom to top, the pressure, energy and charge density distributions for an

electron star with z = 2 and m̂ = 0.36 (corresponding to �̂ ⇡ 20). The boundary of the

star is r = r
s

. Recall that the boundary of spacetime is at r = 0 while r ! 1 is the deep

IR. In the IR the thermodynamic quantities tend to their constant Lifshitz values.

The boundary of the star occurs when the local chemical potential is not large enough

to populate the local Fermi sea. Thus from (2.13)

h(r
s

)p
f(r

s

)
= m̂ . (3.10)

10

In the TF limit, star has an edge In Holography, each radial mode 
corresponds to a Fermi surface



Holographic Fermi liquids

• The Hard wall quantum Electron Star

- Artificial Hard wall box-potential

Ignores the true IR

- Select a single Fermi surface
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FIG. 1: Dispersion spectrum of the fermions. The blue lines correspond to the spectrum Eq. (2.16,
at m = 1, zm = 3, and µ = 0. The red lines are at qµ = 1.7 and q2e2 = 3. The horizontal red line is

at qµ, and the shaded region shows the additional states filled by the chemical potential. Note that
the two sets of band dispersions are offset even at large momenta and energies: this arises from a

Hartree shift in the energies due to the added density of particles. The wavefunctions of the states
at large momenta are not modified by this shift. At smaller momenta, both the k dependence and
wavefunctions are different between the two sets.

negative Dirac sea have also had their wavefunctions modified by the change in fermion

density, and so will contribute to the electric field. However, we expect such contributions

to be suppressed by the Dirac mass gap, and neglected them for simplicity. The more

significant question is whether such corrections can be divergent after summing over the

infinite number of occupied negative energy states, but this is difficult to answer reliably

using numerics. From the perspective of the boundary theory, we expect that all ultraviolet

divergencies are associated with the conformal field theory, and introducing the IR scale

µ does not introduce new UV divergencies; consequently we do not expect divergencies

associated with the electric field.

III. BEYOND MEAN-FIELD THEORY

We now extend our results to include full quantum fluctuations of the quantum-

electrodynamic theory in Eq. (2.1). In principle, our arguments also allow for fluctuations

of other fields, including the metric (suitably regularized). We will show that the state

obtained in Section II is a Landau Fermi liquid.

The Gauss’s Law result in Eq. (2.12) has a generalization in the full quantum theory. We
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FIG. 5: The Schrödinger potential V (s) for the fermion component z
+

of in the ES background

m̂ = 0.36, z = 2, c
0

= 0.1. Fig. A. shows the dependence on the momentum k = 0.0185 (Purple),

k = 5 (Blue), k = 10 (Red) for  = 0.092. Fig. B. shows the dependence on  = 0.086 (Purple),

 = 0.092 (Blue),  = 0.1 (Red) for k = 0.0185. Recall that s = 0 is the AdS boundary and

s = �1 is the near-horizon region.

Electron star

The potential (4.6) for the electron star is given in Fig. 5 and the number of bound states

as a function of k in Fig. 6. As stated the number of states decreases with increasing k,

consistent with the analogy of the pole distribution of the spectral functions compared with

AdS-RN. Moreover, we clearly see the significant increase in the number of states as we

decrease /L thereby improving the adiabaticity of the background. This vividly illustrates

that the adiabatic limit corresponds to a large number of constituents. As all numbers of

states are far larger than one, the use of the WKB is justified.

The Reissner-Nordström case

For AdS-RN the Schrödinger analysis requires a separate discussion of the near horizon

boundary conditions, which we present here for completeness and comparison. Part of this
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Pairing in the hard wall holography



• Spin splitting of holographic Fermions

Fermion spectra in hardwall at  
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FIG. 1: (a): Fermionic spectrum in the AdS-hardwall background at zero chemical potential z
w

= 1

and m = 1(b): Spectrum of fermions with unit mass (and z
w

= 1) in the presence of externally

applied electric field qA0(z) = 4.5 � 2z (without backreaction) . We can observe that degeneracy

of the two spin states is resolved, and state of a minimal energy is at non-zero momentum. The

red and blue curves correspond to positive u+(k) and negative u�(k) modes respectively. (When

the electric field is self-generated by the fermions the e↵ect is smaller, see Fig. 2(a))

However, in the presence of an electric field in the bulk (A0
0(z) 6= 0) the positive and

negative modes no longer have the same energy anymore. The reason is that the densities of

the two modes (2.10) have di↵erent radial profiles. The “e↵ective chemical potential” A0(z)

felt by each mode is therefore di↵erent, if the gauge field has a non-trivial z dependence,

and this results in a di↵erent energy shift for the two modes (Fig. 1(b)).

III. SELF INTERACTING FERMIONS IN ADS AND A BULK BCS THEORY

A. Majorana interaction

To study pairing driven superconductivity we now add a quartic contact fermionic inter-

action in the bulk of AdS:

L
contact

=
⌘25
m2

�

z6
⇣
 C�5 

⌘† �
 �5 C

�
,  = i †�0,  C = C�0 ⇤ (3.1)

 C here is a charge conjugated spinor, and the z6 factor is due to the rescaling (2.3). One

can also consider the naive relativistic generalization of the Cooper pair  C . However to
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FIG. 3: The two Fermi surfaces and the BCS pairing for the same parameters as in Fig. 2. The

arrows indicates the direction of the spin of the modes. The pairing happens between opposite

spins.

B. Nambu-Gorkov formalism

The resulting system di↵ers from standard BCS in that, as before, we are including

the backreaction of the finite density fermions on the gauge field. Assuming translational

invariance in the boundary directions, and restrict the scalar and the gauge field to depend

only on z-coordinate, the holographic BCS system is formed by

�m2
�

�(z) = �i⌘⇤5z
3h c�5 i,

z2A00
0 � 2q2

�

A0�
2 = qz2h + i. (3.3)

The fermionic expectation values are assumed to only depend on z as well; they are averaged

over all other directions. To compute them, it is convenient to rewrite the action in a

quadratic form in terms of the Nambu-Gorkov spinors. We choose the following basis of

gamma-matrices

�0 =

0

@i�2 0

0 i�2

1

A , �1 =

0

@�1 0

0 �1

1

A , �2 =

0

@ 0 �3

�3 0

1

A , �3 =

0

@�3 0

0 ��3

1

A ,�5 =

0

@ 0 �i�3

i�3 0

1

A .

(3.4)

10

True eigenstates are transverse helicity eigenstates: 
There is zero-momentum pairing

At the same time there are two 
non-degenerate BCS condensates



• Holographic Hard Wall BCS Lagrangian

L =
1

22

✓
R+

6

L2

◆
� 1

4
Fµ⌫F

µ⌫ � |(@µ � 2iqAµ)�|2 �m2
�|�|2

�i ̄(�µ(@µ � iqAµ)�m ) + ⌘⇤5 �̄ ̄
C�5 + ⌘5� ̄�

5 C



• Holographic Hard Wall BCS Lagrangian

Hard-wall IR: Ignore gravitational backreaction

Include charge backreaction on the Maxwell-sector

L =
1

22

✓
R+

6

L2

◆
� 1

4
Fµ⌫F

µ⌫ � |(@µ � 2iqAµ)�|2 �m2
�|�|2

�i ̄(�µ(@µ � iqAµ)�m ) + ⌘⇤5 �̄ ̄
C�5 + ⌘5� ̄�

5 C



• Holographic Hard Wall BCS Lagrangian

Hard-wall IR: Ignore gravitational backreaction

Include charge backreaction on the Maxwell-sector

L =
1

22

✓
R+

6

L2

◆
� 1

4
Fµ⌫F

µ⌫ � |(@µ � 2iqAµ)�|2 �m2
�|�|2

�i ̄(�µ(@µ � iqAµ)�m ) + ⌘⇤5 �̄ ̄
C�5 + ⌘5� ̄�

5 C

1 2 3 4

-4

-2

0

2

4

FIG. 1: Dispersion spectrum of the fermions. The blue lines correspond to the spectrum Eq. (2.16,
at m = 1, zm = 3, and µ = 0. The red lines are at qµ = 1.7 and q2e2 = 3. The horizontal red line is

at qµ, and the shaded region shows the additional states filled by the chemical potential. Note that
the two sets of band dispersions are offset even at large momenta and energies: this arises from a

Hartree shift in the energies due to the added density of particles. The wavefunctions of the states
at large momenta are not modified by this shift. At smaller momenta, both the k dependence and
wavefunctions are different between the two sets.

negative Dirac sea have also had their wavefunctions modified by the change in fermion

density, and so will contribute to the electric field. However, we expect such contributions

to be suppressed by the Dirac mass gap, and neglected them for simplicity. The more

significant question is whether such corrections can be divergent after summing over the

infinite number of occupied negative energy states, but this is difficult to answer reliably

using numerics. From the perspective of the boundary theory, we expect that all ultraviolet

divergencies are associated with the conformal field theory, and introducing the IR scale

µ does not introduce new UV divergencies; consequently we do not expect divergencies

associated with the electric field.

III. BEYOND MEAN-FIELD THEORY

We now extend our results to include full quantum fluctuations of the quantum-

electrodynamic theory in Eq. (2.1). In principle, our arguments also allow for fluctuations

of other fields, including the metric (suitably regularized). We will show that the state

obtained in Section II is a Landau Fermi liquid.

The Gauss’s Law result in Eq. (2.12) has a generalization in the full quantum theory. We
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FIG. 2: (a): Fermionic spectrum in the self-consistent solution of the fermion+gauge field system

at qµ = 4.5, z
w

= 1 and m = 1. The red and blue curves represent the modes with positive

and negative eigenvalues of k̂
i

�i�0 respectively. (b): The profile of the gauge field sourced by the

fermions.

boil down to standard BCS in non-relativistic limit, where the coupling occurs in s-wave

channel between states time-reversed to each other, the unique Lorentz invariant term is

actually the Majorana coupling  C�5 (see e.g. [20] for details). We therefore focus only

on this term.

As was shown in [18] the direction of the spin of each of the slightly o↵set modes is

perpendicular to the momenta and the two modes have opposite spin. The zero-momentum

pairing therefore occurs between opposite spin, without any mixing of the two fermion

modes, see Fig. (3).

To analyze the interacting theory, we perform the standard Hubbard-Stratonovich trans-

formation with the introduction of an auxiliary the scalar field �(z) with charge q
�

= 2q

dual to the superconducting condensate. The scalar part of the action thus takes the form

S =

Z
d4x

⇣
�i⌘⇤5�

⇤z3 C�5 + h.c. +m2
�

��⇤
⌘

(3.2)

This is the theory studied in [8, 9] with the kinetic term for the scalar turned o↵. We shall

reintroduce this kinetic term in section IVC.
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The BCS gap
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FIG. 4: (a): The lower two bands from Fig. 2 in the Nambu-Gorkov convention (with parameters

qµ = 4.5, z
w

= 1, m = 1). (b): Energy spectrum for constant gauge field qA0 = qµ = 4.5 and

linear fixed scalar profile �(z) = z at ⌘5 = 0.25 (z
w

= 1, m = 1). The spectrum is gapped at the

Fermi surface.

We will construct the spectrum numerically, but it is instructive to first consider a toy

example. We wish to show that the fermion spectrum becomes gapped in the presence of a

condensate for �. Consider the special case when the gauge field is constant A0 = µ, and the

scalar field profile is linear �(z) = z. Then it is possible to solve the Dirac equation exactly,

and the dispersion relation (corresponding to the first band) takes the form (Fig. 4(b)):

!2 =

✓
qµ�

q
(j1/zw)

2 + k2

◆2

+ (2⌘5)
2, (3.12)

where j1 is the first zero of the Bessel-function J
m �1/2. We visibly see the eigenvalue

repulsion responsible for the opening of a gap.

C. Perturbative calculation of the scalar source

In the Nambu-Gorkov formalism it is straightforward to compute the form of fermionic

bilinears sourcing the electric and scalar fields (see Appendix A for details).

h + i = 1

2⇡

X

n

Z
dk|k|

�
↵2
k,n,1 + ↵2

k,n,2

�
⇥ (�!

k,n

) (3.13)

h ̄C�5 i = i

2⇡

X

n

Z ⇤(!D)

�⇤(!D)

dk|k| [⇥ (!
k,n

) (↵
k,n,1↵k,n,4 � ↵

k,n,2↵k,n,3)] (3.14)
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and negative eigenvalues of k̂
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�i�0 respectively. (b): The profile of the gauge field sourced by the

fermions.

boil down to standard BCS in non-relativistic limit, where the coupling occurs in s-wave

channel between states time-reversed to each other, the unique Lorentz invariant term is

actually the Majorana coupling  C�5 (see e.g. [20] for details). We therefore focus only

on this term.

As was shown in [18] the direction of the spin of each of the slightly o↵set modes is

perpendicular to the momenta and the two modes have opposite spin. The zero-momentum

pairing therefore occurs between opposite spin, without any mixing of the two fermion

modes, see Fig. (3).

To analyze the interacting theory, we perform the standard Hubbard-Stratonovich trans-

formation with the introduction of an auxiliary the scalar field �(z) with charge q
�

= 2q

dual to the superconducting condensate. The scalar part of the action thus takes the form

S =

Z
d4x

⇣
�i⌘⇤5�

⇤z3 C�5 + h.c. +m2
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(3.2)

This is the theory studied in [8, 9] with the kinetic term for the scalar turned o↵. We shall

reintroduce this kinetic term in section IVC.
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FIG. 5: (a): wave function profiles of the fermions at the two Fermi surfaces (⇢1, ⇢2) (qµ = 4.5,

z
w

= 1, m
 

). (b) The profiles of the stable solutions of the gap equation �̃ = � exp
⇣
bx+c

�2

⌘
(rescaled

by z3) for ⌘5/!D

= 0.5, ⌘5/m
�

= 0.5 and ⌘5/m
�

= 2.5. Depending on the coupling the profiles

are similar to the fermion wave-functions ⇢1, ⇢2. In the inset we plot the unstable solution for

⌘5/m
�

= 2.5 (for the other value of the coupling this mode is exponentially small).

In Fig. 5(b) we show the perturbative solutions to the gap equation for µ = 4.5, q = 1,

m = 1 and for two di↵erent couplings. (In principle there are two solutions but one of

these contains a node and is presumably energitically unfavored). We can see a cross-over

when we tune the coupling ⌘5/m�

(see also Fig. 6). For small (large) coupling the profile of

the condensate is dominated by ⇢2 (⇢1). Note that the gap at the first Fermi-surface (with

fermion wave-function ⇢1) is always smaller than the gap at the second Fermi-surface.

The analysis above is all from the perspective of the bulk AdS physics. All the data of

the dual strongly coupled field theory is directly inferred from it. The spectral condition

for a normalizable mode is the same [12], hence a gap in the bulk spectra equals a gap in

the boundary fermion spectrum. The CFT order parameter is by construction the leading

non-zero component of the fermion bilinear vev hO
U(1)i = lim

z!0 z
�2� h C�5 i, where � 

is the scaling dimension of the single trace fermionic operator O dual to the AdS Dirac

field (each normalizable fermion wavefunction behaves as z� ) [21, 22]. We thus neatly see

how a bulk BCS coupling holographically encodes standard BCS in the dual CFT.
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Profiles of the two different Fermion wavefunctions    Profiles of the condensate for different values 
of the BCS coupling
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the dual strongly coupled field theory is directly inferred from it. The spectral condition

for a normalizable mode is the same [12], hence a gap in the bulk spectra equals a gap in

the boundary fermion spectrum. The CFT order parameter is by construction the leading

non-zero component of the fermion bilinear vev hO
U(1)i = lim

z!0 z
�2� h C�5 i, where � 

is the scaling dimension of the single trace fermionic operator O dual to the AdS Dirac

field (each normalizable fermion wavefunction behaves as z� ) [21, 22]. We thus neatly see

how a bulk BCS coupling holographically encodes standard BCS in the dual CFT.
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FIG. 6: (a): The ratio of the gaps (V2/V1) as a function of the inverse coupling m
�

/⌘5 (for fixed

⌘5/!D

= 0.5). The other parameters are as in Fig. (5). For zero boson mass (or infinite coupling)

the gaps have the same size but for non-zero mass (smaller coupling) V2 is bigger and the ratio

converges to the value 2.56. (b): The ratio of the coe�cients C2/C1 as a function of the inverse

coupling.

IV. FERMIONIC ORDERING IN HOLOGRAPHY

To establish a closer connection to previous works [9, 10] on fermionic aspects in holo-

graphically ordered ground states, we now introduce by hand a kinetic term for the scalar

field �. From the bulk perspective this would correspond to a situation where the coherence

length (the inverse binding energy) of the Cooper pair is smaller than the relevant cut-o↵.

From the dual boundary field theory perspective this corresponds to the introduction of an

explicit scalar operator of scaling dimension

�
�

=
3

2
+

1

2

q
9 + 4m2

�

. (4.1)

We reserve the symbol� for the scaling dimensions of operators. It is not to be confused with

the value of the gap. Again assuming translational invariance in the boundary directions,

the bosonic equations now take the form

z2�00 � 2z�0 + z2q2
�

A2
0��m2

�

� = �i⌘5z
3h c�5 i, (4.2)

z2A00
0 � 2q2

�

A0�
2 = qz2h + i, (4.3)
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Hard-Wall Bose Fermi Competition
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FIG. 8: (a): Comparision of the superconducting phase transition in a purely scalar system (blue

curve) to the one in a system with fermions at ⌘5 = 0 (red curve). At small conformal dimension

there is no di↵erence between the phase curves at all, while for larger dimension we see e↵ects

of Bose-Fermi competition. (b): Total fermionic bulk charge as a function of scalar conformal

dimension, n
F

=
zwR

0
qz2h † idz. Here µq = 4.5, z

w

= 1, q
�

= 2, !
D

= 0.7.

conductor without fermions for low enough �
�

. For these values the bulk scalar field is so

light that it consumes all the energy in the system. Ceteris paribus we would need a higher

chemical potential to make fermions occupy the first band and backreact on A0.

At larger values of �
�

there is still a scalar condensate, but it is suppressed compared

to the pure hardwall superconductor (Fig.8(a)). This can be easily understood in terms

of canonical ensemble. For fixed total electromagnetic charge of the system, adding new

constituents (fermions) would redistribute the available charge (Fig.8(b)) and the condensate

of the original degrees of freedom would be suppressed. This e↵ect has also been observed

in a holographic set-up where the fermions are approximated in the fluid [26, 27]

C. A dynamical BCS scalar and a BCS/BEC crossover

Now we analyze the most interesting case and include the full dynamics for the scalar field

�. Let us give another reason why this is quite natural from the field theory perspective. The

evolution in the radial direction in AdS captures the (leading matrix large N contribution to

the) RG flow of the corresponding operator in the field theory. The BCS gap, proportional
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Fluid approximation: A hairy Electron Star

We then integrate from r

s

to the boundary using the equations of motion in (3.7 - 3.10). For

the values quoted above: we find after integration theAdS
4

boundary values (c,�
1

, µ,Q,E) '
(1.104, 0.106, 0.267, 0.062, 0.011), and therefore F = E�µQ ' �0.005. For the grand canon-

ical ensemble it follows that F/µ3 ' �0.289. Fig. 5 shows the way that the hairy electron

star solutions behave. f, g, h, � and the fluid parameters of fermions for the parameter

above.
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r
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Figure 5. An example of the background of the single-edge hairy electron star solution. Left: fluid
parameters as functions of the radial coordinate r: ⇢̂ (red), n̂ (green), p̂ (blue). It is easy to see
that these functions are not monotonic along the radial coordinate as in the pure electron star case.
Right: metric and scalar fields of the hairy electron star as functions of the radial coordinate r:
f/c

2
r

2(red), gr2(blue), h/cµ (green), µloc(orange), �̂ (purple).

CASE II: hairy ES with two edges: departing from the hairy electron star with a

single edge and a fermi fluid core in the interior, a di↵erent star evolves upon increasing m̂

f

while the other parameters are kept fixed. The reason is that the local chemical potential

in the holographic superconductor background increases first as one moves outward, before

it starts to decrease. This means that when m̂

f

becomes bigger than the local chemical

potential in the deep interior at the horizon, it is no longer possible to support a fermi-

fluid near the horizon. Instead an inner edge will arise where fermions start to materialize.

As a typical example for this case, consider (m̂2

b

, q̂, û, m̂

f

,�) = (�2, 1.55, 6, 0.725, 19.951).

Since there is no fermi fluid possible in the interior, the near horizon geometry has to be

the same as the holographic superconductor. The inner edge of the star r

s1

is defined as

(3.23); for the quoted values this is at r
s1

' 0.064. Then at r
s1

we connect to the interior

of the star where the system is described by full combined fermi-boson system eqn. (2.17

- 2.20) until it runs to the second edge of the star. Beyond this edge the system is again

fluid-less and described by Einstein-Maxwell-scalar gravity (3.7 - 3.10). Here the outer

edge is at r = r

s2

' 0.879. At the asymptotical AdS
4

boundary, we obtain the values

(c,�
1

, µ,Q,E) ' (3.856, 1.237, 3.026, 7.667, 15.496), thus F/µ

3 ' �0.279. In Fig. 6 we

show the functions f, g, h, �̂ for the fluid parameters of the specific example mentioned

in the above.

Regarding the hairy electron star as a fermi fluid living on a holographic superconduc-

tor background, it is also clear that when the fermion mass m̂

f

becomes larger than the

– 16 –
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in a holographic set-up where the fermions are approximated in the fluid [26, 27]
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Now we analyze the most interesting case and include the full dynamics for the scalar field
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• Holographic BEC-BCS system
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FIG. 9: Profiles of the bulk scalar wavefunction �(z) for �
�

= 4.6765, �
�

= 4.8541 (two blue

curves), �
�

= 4.9438, �
�

= 5.0341 (two red curves, - proximity of the critical point), �
�

= 5.379,

and �
�

= 5.4925 (two orange curves). Crossing the critical point �
�

= 2� = 5 does not

lead to any singularities in the bulk wavefunction. The other parameters here are ⌘5 = 1, µq =

4.5, z
w

= 1, q
�

= 2, !
D

= 0.7.

the particular solution will behave in the same way (assuming 2� 6= �
�

):

�(z) = �
hom

(z) + �
part

(z)

�
part

(z) = P1z
2� + P2z

2� +1 + P3z
2� +2 + ... (4.12)

This particular solution will control the dominant normalizable near boundary behavior

for �
�

> 2� . This raises the question what we should use as the vev for the corresponding

operator. The canonical AdS/CFT prescription

hO
�

i = lim
z!0

z�d+1@
z

�
zd����(z)

�
(4.13)

no longer gives a viable answer. Let us exhibit this in detail. As an aside, note that the

near-boundary behavior of the fermions does not change provided the solution for �(z) is

normalizable.

Denoting the coe�cient B of the normalizable homogeneous solution with B = H1 we

extract these coe�cients from numerical solutions to the scalar and fermionic equations. (see

Fig.10, 11). Immediately noticable are the singularities at �
�

= 2� and �
�

= 2� + 2.

Strictly speaking when �
�

= 2� + n the expansion (4.12) breaks down and the solution

has an extra logarithmic term

�(z) = H1z
2� +n + ...+ P1z

2� + ...+ P
n+1z

2� +n ln(z) + ... (4.14)
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Reading off the condensate in the boundary...
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FIG. 10: Dependence of the leading homogeneous coe�cient in the scalar solution expansion on

the conformal dimension of the field. Here µq = 4.5, ⌘5 = 1, z
w

= 1, q
�

= 2, m = 1 (so

2� = 5),!
D

= 0.7.
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FIG. 11: Dependence of the two leading particular coe�cients in the scalar solution expansion

on the conformal dimension of the field. Here µq = 4.5, ⌘5 = 1, z
w

= 1, q
�

= 2, m = 1 (so

2� = 5),!
D

= 0.7.

The singular divergence of coe�cients is a precursor of this logarithm. There is no singularity

at 2� + 1 because P2 happens to vanish in our case.3

The indisputable presence of these singularities or resonances can be readily seen by

considering a simplified version of the scalar equation. Computing the series solution to the

3 This vanishing of P2 (due to the vanishing of S2) and the structure of the series expansion is determined

by the solutions of the Dirac equation. For zero electric field each even coe�cient would vanish in fact.

Since the gauge field profile modifies the higher order coe�cients in the series expansion of the Dirac

equation, it can be shown that S4 6= 0.

23
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FIG. 12: Linear combinations of the series expansion coe�cients. Red curve represents the bound-

ary scalar operator condensate hO
�

i as a function of its conformal dimension in presence of fermions

at ⌘5 = 0 (the same as the red curve on Fig.8). The blue curve represent the linear combination

H1 +P1 on the left plot, and H1 +P3 on the right one. Resonances in H1 and P1 precisely cancel

each other at �
�

= 2� , and so do resonances in H1 and P3 at �
�

= 2� + 2. All parameters

are as in Fig.10.
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FIG. 13: (a): Dependence of the two gaps V1 (orange) and V2 (green) on �
�

in the fully interacting

case. (b): Dependence of the total fermionic bulk charge n
F

=
zwR

0
qz2h † idz (magenta) and the

total “number” of pairs n
Pairing

= �i⌘5
zwR

0
z3h C�5 idz (blue) on �

�

. One can see that while at

small scalar conformal dimensions the fermionic bulk charge totally vanishes the number of Cooper

pairs in the bulk theory stays finite. All parameters are as in Fig.10.

linear combination of the homogeneous H1 and particular coe�cients P1,P3,P5, ... that is
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A puzzle about AdS/CFT vevs

• Inhomogeneous differential equation

For the special case        

�(z) = H0z
d��� +H1z

�� + . . .| {z }+P1z
2� + P2z

2� +1 + P3z
2� +2 + . . .| {z }

lim
z!0

z3h ̄C�5 i ⇠ z2� 

z2�00 � 2z�0 + 4q2z2A2
0��m2

� = ⌘5z
3h ̄C�5 i

�� = 2� + n

�(z) = H0z
d�2� +n +H1z

2� +n + . . .+ P1z
2� + . . .+ Pnz

2� +nln(z) + . . .

Homogeneous solution Particular solution
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z2�00 � 2z�0 �m2
� = S1z

2� + S3z
2� +2

A puzzle about AdS/CFT vevs

• Inhomogeneous differential equation
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P3 =
S3
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the conformal dimension of the field. Here µq = 4.5, ⌘5 = 1, z
w

= 1, q
�

= 2, m = 1 (so

2� = 5),!
D

= 0.7.
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FIG. 11: Dependence of the two leading particular coe�cients in the scalar solution expansion

on the conformal dimension of the field. Here µq = 4.5, ⌘5 = 1, z
w

= 1, q
�

= 2, m = 1 (so

2� = 5),!
D

= 0.7.

The singular divergence of coe�cients is a precursor of this logarithm. There is no singularity

at 2� + 1 because P2 happens to vanish in our case.3

The indisputable presence of these singularities or resonances can be readily seen by

considering a simplified version of the scalar equation. Computing the series solution to the

3 This vanishing of P2 (due to the vanishing of S2) and the structure of the series expansion is determined

by the solutions of the Dirac equation. For zero electric field each even coe�cient would vanish in fact.

Since the gauge field profile modifies the higher order coe�cients in the series expansion of the Dirac

equation, it can be shown that S4 6= 0.
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Visible in full numerical solution



• Composite double trace operators

- The operator                                                                         
cannot be written as derivatives of 

- Yet it has the same global quantum numbers

- This operator mixes with          under RG flow

- There is a whole tower of such conformal partial waves
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• Composite double trace operators

- Higher order operators mixes with          under RG flow

- Postulate: Higher order moments in the particular solution 
should be seen as vevs of these higher order operators.

Opair = O ̄CO = Tr� Tr� 

Opair

�(z) = H0z
d��� +H1z

�� + . . .| {z }+P1z
2� + P2z

2� +1 + P3z
2� +2 + . . .| {z }

Homogeneous solution Particular solution



• Composite double trace operators: 
Consistency Check

- A linear combination should exist without singularities (blue)
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FIG. 14: (a): The blue curve represents a particular linear combinations of the series expansion

coe�cients hO
�

i1 = H1+
1
2((2� +2)��

�

)P1+
1
2(��

�2� )P3 such that all the resonances cancel

out. The red curve included for comparison represents hO
�

i at ⌘5 = 0. (b): The serendipitous

combination hO
�

i2 = H1 +
1
2e

�(2� ���)((2� + 2)��
�

)P1 +
1
2e

�(2� +2���)(�
�

� 2� )P3 that

has a remarkable overlap with the ⌘5 = 0 solution at low �
�

as desired. All parameters are as in

Fig.10.

have the same global quantum numbers as the simple pair operator with scaling dimension

2� , but increase their dimension by two integer units each time. The correlation function

study [28, 29] in particular shows that in the case of an interacting purely scalar bulk theory,

all these linearly independent double trace primaries mix in as well and cause single-pole

Feschbach resonances in s-wave scattering of single trace operators. The correspondence

between the 2n di↵erence in scaling dimension5 between each successive primary and the

location of the resonance in the leading part of the bulk scalar wavefunction supports that

this mixing is the right interpretation of the resonance.6

We do not yet have a controlled method to extract the quantative expectation value of

5 As we mentioned one also expects a resonance at 2� + 3 for high enough chemical potential. This is

due to the e↵ect of the electric field on the fermion wave functions. From the boundary perspective this

could be a result of mixing with O Jµ(
 
@µ �!@µ)O type operator which has the right scaling dimension

(�J = 2).
6 The conformal partial wave operators share a resemblance with operators relevant for Fulde-Ferrel-Larkin-

Ovchinnikov pairing [30, 31]. In the original FFLO set-up one considers the Zeeman splitting of spin-

up/spin-down electrons and this causes an o↵set in their Fermi surfaces of the same form seen here. The

discussion about the mixing in of these higher order partial waves does not rely on the split degeneracy

of Fermi surfaces. The mixing is therefore not correlated with an FFLO-like phenomenon.
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• BCS is faithfully reproduced in holography
(hard wall)

- with assumptions regarding operator mixing

- Caution: the true IR is shielded



BCS instabilities of Electron Stars



• AdS Stars with bosons and fermions

- Pure Boson: Higgs star

- Pure Fermion: Electron star

- Non-interacting Bosons and Fermions: Hairy Electron Star
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• AdS Star with BCS Fermions

- Expectation: Electron star with a superconducting core
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- Expectation: Electron star with a superconducting core
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• Electron Star: fluid approx to fermions

- Recall that the BCS interaction has a cut-off

- Assume

Tµ⌫ = (⇢+ p)uµu⌫ + pgµ⌫

energy from mf to µl �!D and the second part from µl �!D to µl +!D. This is illustrated

in Fig. 1.

FIG. 1. An illustration of the BCS vacuum state. In region I the fermions are still free Fermi gas.

In region II, the BCS interaction allows Cooper pairs start to form and one has a BCS state.

In the first region, the bulk fermion system is still that of free fermions (adiabatically

coupled to gravity and electromagnetism) which obey the Pauli exclusion principle, so it

is straightforward to write out the contribution of fermions in this region to the energy

momentum tensor and the current. They are the regular values for many-body fermions in

the Thomas-Fermi approximation:

TFLI
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• Electron Star: fluid approx to fermions

- There is now one extra equation: 

- The BCS gap equation: solution for

In the variables used here
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• Electron Star: fluid approx to fermions

- Recall that the BCS interaction has a cut-off

- Assume

Tµ⌫ = (⇢+ p)uµu⌫ + pgµ⌫

energy from mf to µl �!D and the second part from µl �!D to µl +!D. This is illustrated

in Fig. 1.

FIG. 1. An illustration of the BCS vacuum state. In region I the fermions are still free Fermi gas.

In region II, the BCS interaction allows Cooper pairs start to form and one has a BCS state.

In the first region, the bulk fermion system is still that of free fermions (adiabatically

coupled to gravity and electromagnetism) which obey the Pauli exclusion principle, so it

is straightforward to write out the contribution of fermions in this region to the energy

momentum tensor and the current. They are the regular values for many-body fermions in

the Thomas-Fermi approximation:
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• Electron Star: fluid approx to fermions

- Recall that the BCS interaction has a cut-off

- Assume

Tµ⌫ = (⇢+ p)uµu⌫ + pgµ⌫

energy from mf to µl �!D and the second part from µl �!D to µl +!D. This is illustrated

in Fig. 1.

FIG. 1. An illustration of the BCS vacuum state. In region I the fermions are still free Fermi gas.

In region II, the BCS interaction allows Cooper pairs start to form and one has a BCS state.

In the first region, the bulk fermion system is still that of free fermions (adiabatically

coupled to gravity and electromagnetism) which obey the Pauli exclusion principle, so it

is straightforward to write out the contribution of fermions in this region to the energy

momentum tensor and the current. They are the regular values for many-body fermions in

the Thomas-Fermi approximation:

TFLI
µ⌫ = (⇢FL

I

+ pFL
I

)uµu⌫ + pFL
I

gµ⌫ , (2.9)

and

Jµ
FLI

= nFL

I

uµ, (2.10)

where

⇢FL
I

=

Z

k2<µl�!D

d3khk|T
00

|ki = 1

⇡2

Z µl�!D

mf

d!!2

q
!2 �m2

f , (2.11)

pFL
I

=

Z

k2<µl�!D

d3khk|T
11

|ki = 1

3⇡2

Z µl�!D

mf

d!
q
!2 �m2

f

3

, (2.12)

nFL

I

=

Z

k2<µl�!D

d3k =
1

⇡2

Z µl�!D

mf

d!!
q

!2 �m2

f , (2.13)

6

!D

!D ⌧ µ

⇢ = ⇢FL +
2µ2 �m2

 

(µ2 �m2
 )

m2
��

2 + . . .

p = pFL + . . .

n = nFL +
2µ2 �m2

 

µ(µ2 �m2
 )

m2
��

2 + . . .



The BCS Star
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FIG. 3. The BCS star profile as a function of the radial coordinate for m̂f = 0.2, c = 1/3,� = 5

and �̂µ̂
q

µ̂2 � m̂2

f = 0.649. Left: from top to bottom the fluid densities n̂f ,⇢̂f ,p̂f of the BCS star

(solid line) compared to the electron star (with same m̂f ,� and �̂µ̂
q

µ̂2 � m̂2

f = 0; dashed line).

Both the charge(number) and energy density increase compared to the electron star. The star

edges rs/µ for ES and BCS are 4.320 and 4.329 respectively. Right: the order parameter �̂ in the

BCS star solution.

frequency and show that it has the hallmark characteristics of a holographic superconductor:

a delta-function peak at zero frequency (foremost a consequence of momentum conservation)

and a soft gap at ! < �.

A. Gap in the Fermi spectral function

To calculate the dual Fermi spectral function, we need to consider Fermi perturbations

in the bulk which couple to the local gap function � with a BCS interaction as follows:

S
probe

=

Z
d4x

p�g


� i ̄(�µDµ �mf ) +

1

2
�⇤ ̄c�

5 � 1

2
� ̄�5 c

�
. (3.1)

The probe fermion has the same mass and charge as the fermion that constitute the bulk star

solution before the scaling. The scaling, however, does not act uniformly on the probes [23].

After the scaling, an explicit dependence on the ratio L/ remains. This is the reflection

of the inherent quantum mechanical nature of fermions. We will not consider this in detail
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Dashed is Electron star solution �̂ = 2⌘5�



• Lifshitz IR

The BCS Star
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FIG. 2. The near horizon Lifshitz scaling exponent z and the relative free energy
�
F
ˆ� � F

0

�
/|F

0

|,
with F

0

the free energy of the � = 0 electron star, as a function of the dimensionless coupling

constant �⌫
0

for di↵erent parameters: m̂f = 0.2, c = 1/3,� = 5 (Blue), m̂f = 0.3, c = 1/3,� =

5 (Red); m̂f = 0.2, c = 1/4,� = 5 (Purple); m̂f = 0.2, c = 1/3,� = 6 (Black). For �̂µ̂
0

q
µ̂2

0

� m̂2

f⇠<1

the free energy shows that the BCS star is the preferred groundstate. The rising free energy beyond

�̂µ̂
0

q
µ̂2

0

� m̂2

f = 1 should not be trusted. This is where perturbation theory breaks down.

III. PROPERTIES OF THE DUAL FIELD THEORY: EVIDENCE OF SUPER-

CONDUCTIVITY

In the last section we showed that our BCS star is more stable than the electron star

solution at zero temperature and nonzero � and it can be seen as a continuous interaction

driven quantum phase transition at T = 0. In this section we will show the evidence that

this BCS star corresponds to a superconducting state at the boundary. We cannot show this

by conventional holographic means. Due to the fact that no collective fields extend beyond

edge of the star — an artifact of the Thomas-Fermi approximation — there is no leading

coe�cient to be read o↵ near the AdS boundary. Instead we will first show that there is a gap

in the dual Fermi spectral function which resembles that of a superconducting state. Next

we will study the change in the constituent charge densities, and show explicitly that charge

disappears from the Fermi liquid into the bosonic sector. This shows that Cooper pairs have

formed and have carried away the charge. Finally we compute the conductivity at small
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Outside of perturbative regime
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The BCS Star

• The Core

tribution from the free fermions in region I. Condensing Cooper pairs do compensate this

decrease, but not su�ciently so to increase Q
total

. The fact that Cooper pairs do form is

shown by the non-vanishing deviation from the Fermi liquid equation of state Q
dev

. The

non-vanishing charge density in the Cooper-pair sector shows explicitly that the dual ground

state is charged and breaks the U(1) gauge symmetry.

Note that our definition of Q
free

only counts the fermions in region I. Therefore it does

not equal Q
total

= Q
I

+Q
II

at � = 0.
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FIG. 4. The total and free fermion charge density, Q
total

and Q
free

as a function of �̂µ̂
0

q
µ̂2

0

� m̂2

f

for m̂f = 0.2, c = 1/3,� = 5. The dashed (black) line in the left figure between Q
free

and Q
total

shows the e↵ect of the change of the equation of state compared to the standard free Fermi liquid:

it is the contribution Q
dev

. The decrease in the free fermion contribution is compensated by the

change in the equation of state. but only partially. Note that Q
total

decreases as a function of the

coupling �⌫
0

indicating that it becomes progressively more di�cult to excite charged carriers as the

BCS coupling is turned on. On the right hand side we show the relative contributions Q
free

/Q
total

,

Q
dev

/Q
total

. This visibly shows the pairing taking place as the deviation from the free Fermi liquid

equation of state grows.
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The BCS Star

• Phenomenology

- Fermion spectral functions have a gap

- Conductivity has a (soft) gap
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• Adding a dynamical scalar?

- Incompatible with the fluid approx

- Can take a scaling limit with

- All kinetic terms decouple except

Bose-Hair

Bosons
and 

FermionsBCS

Friday, September 5, 14

m2
� =
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m̂2
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�L = 4q2AµA
µ�2

?

Cubrovic, Liu, Schalm, Sun, Zaanen



BCS-Stueckelberg Star
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FIG. 5. The profile for the fluid in the star in the BCS-Stueckelberg limit as a function of the radial

coordinate with m̂f = 0.2, c = 1/3,� = 5, �̂µ̂
q
µ2 � m̂2

f = 0.393. Left: from top to bottom, the

solid lines are n̂
com

, ⇢̂
com

, p̂
com

with s = 0.25 and the star edge rs/µ ' 4.338. For comparison, we

also give the profiles of the pure BCS star n̂
tot

, ⇢̂
tot

, p̂
tot

with s = 0 and the star edge rs/µ ' 4.328;

Right: The value of the gap �̂ for s = 0.25 (solid) and s = 0 (dashed) for the same numerical

parameters. Both the gap and the charge density are enhanced compared to the pure BCS star.
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ǹêǹ c
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FIG. 6. The ratio of the pure BCS charge density n̂ to the combined BCS-Stueckelberg charge

density n̂
com

as a function the radial coordinate for di↵erent coupling constant � for m̂f = 0.2, c =

1/3,� = 5 and s = 0.25. In the figure, �̂µ̂
q
µ2 � m̂2

f = 0.245 (Orange), 0.393 (Green), 0.534

(Blue), 0.810 (Black).

strong correlations, even though this might be unnatural from more microscopic arguments

or top-down AdS/CFT constructions; see e.g. [9]. Given this set up, however, we show that

the holographic system does undergo spontaneous symmetry breaking that adheres closely
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ǹ
r̀
p̀

0 1 2 3 4 5
0.00

0.05

0.10

0.15

0.20

rêm

D`

FIG. 5. The profile for the fluid in the star in the BCS-Stueckelberg limit as a function of the radial

coordinate with m̂f = 0.2, c = 1/3,� = 5, �̂µ̂
q
µ2 � m̂2

f = 0.393. Left: from top to bottom, the

solid lines are n̂
com

, ⇢̂
com

, p̂
com

with s = 0.25 and the star edge rs/µ ' 4.338. For comparison, we

also give the profiles of the pure BCS star n̂
tot

, ⇢̂
tot

, p̂
tot

with s = 0 and the star edge rs/µ ' 4.328;

Right: The value of the gap �̂ for s = 0.25 (solid) and s = 0 (dashed) for the same numerical
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strong correlations, even though this might be unnatural from more microscopic arguments

or top-down AdS/CFT constructions; see e.g. [9]. Given this set up, however, we show that

the holographic system does undergo spontaneous symmetry breaking that adheres closely
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increase in the gap.
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to the BCS paradigm. We do so in a fluid limit for the many-body fermion system where
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Conclusions

• Holography checks off on generic IR behavior

- BCS pairing driven instability and Cooper condensate 
controlled groundstate

- Lifshitz IR with a soft conductivity gap

- Essential development for realistic models

• Open directions

- Theory: how to read off vev of double trace condensates

- Experiment: Possible connection with BEC-BCS physics in 
cold atoms



Thank you.


